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Multilayered Discrete Green’s Functions Based on
Mixed-Potential Finite-Difference Formulation

Salma Mirhadi, Mohammad Soleimani, and Ali Abdolali

Abstract—An approach to calculating discrete Green’s functions
(DGFs) in multilayered media is proposed based on the finite-dif-
ference scheme of time-domain mixed-potential equations. The cal-
culated DGFs have very high accuracy in comparison to the direct
FDTD solution. Furthermore, the steady-state values of the DGFs
are properly estimated in terms of the scalar potential, ensuring
stability out of the truncating window. These DGFs are applicable
to the analysis of antennas with multilayered planar structures.
In such analysis, the proposed method has the advantage of the
method of moments in that the computations are performed only
on the antenna, regardless of the white space around it. Moreover,
the broadband frequency characteristic of the antenna is achieved
with a single simulation run, such as in the FDTD method. The the-
oretical results have been verified by the experimental results on a
wideband coplanar waveguide (CPW)-fed monopole antenna.

Index Terms—Discrete Green’s function, finite-difference time-
domain equations, mixed-potential equations, printed antennas.

I. INTRODUCTION

ROMISING features of discrete Green’s functions

(DGFs) were originally identified by Vazquez and Parini
[1], [2]. As opposed to the discretized version of continuous
Green’s functions, DGFs have attributes consistent with the
finite-difference time-domain (FDTD) method, such as disper-
sion and stability. Thus far, various closed-forms of DGFs in
infinite free space have been derived by several authors [1],
[3]-[5]. The applications of DGFs have also been investigated
in terms of their implementation as absorbing boundary condi-
tions [6]—[8], in FDTD simulations on disjoint domains [9], in
the truncation of the FDTD computational grid in the presence
of reflecting external media [10], and in terms of savings in
runtime and memory usage in radiation and scattering problems
[3], [11]-[14].

The analytical closed-form of DGFs includes binomial co-
efficients, in which the accurate generation of these functions,
especially for high upper indices, requires significant processor
time due to the necessity of handling multiple precision arith-
metic libraries [15], [16]. Nevertheless, closed-form-DGFs re-
turn exact values of the FDTD computations in the infinite Yee’s

Manuscript received October 14, 2013; revised July 07, 2014; accepted
August 05, 2014. Date of publication August 29, 2014; date of current version
October 28, 2014.

The authors are with the Electrical Engineering Department, Iran Univer-
sity of Science and Technology (IUST), Tehran 16846-13114, Iran (e-mail:
s_mirhadi@iust.ac.ir; soleimani@jiust.ac.ir; abdolali@iust.ac.ir).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TAP.2014.2353654

mesh with multiple precision arithmetic and do not reflect the
numerical error stemming from the finite numerical precision of
the FDTD computations in standard arithmetic [16], [17]. How-
ever, the extracted analytical DGFs are only for homogenous
media, which restricts their application in antenna modeling.

In this paper, a new procedure for extracting the time-do-
main DGFs in multilayered media is introduced. The proposed
method is based on the finite-difference scheme for time-do-
main mixed-potential equations. This method does not suffer
from the drawbacks of analytical closed-form implementation.
In [18], the time-domain layered-medium Green’s functions
for mixed-potential integral equations (MPIE) were established
through the fast Hankel transform and fast Fourier transform
(FFT) of Green’s functions in the complex frequency domain.
However, the salient feature of the proposed method is that the
solution space is inherently discrete and the equations are in
the time-domain. Therefore, the formulation of the problem
is much more straightforward than in the method presented in
[18]. The calculated DGFs show very high accuracy in compar-
ison to the direct FDTD solution. We have also shown that, in
the derivation of multilayered DGFs, the direct implementation
of the FDTD has some limitations with regard to the estimation
of the steady-state values of DGFs. These steady-state values
are required for the truncating window in the convolution
calculation.

The proposed method has potential applications in printed an-
tenna modeling. Numerous papers have presented MPIE based
on spectral domain Green’s functions toward solving printed an-
tennas, [19]-[21]. On the contrary, we have developed mixed-
potential finite-difference equations based on time-domain dis-
crete Green’s functions. Our proposed method has the advan-
tages of MPIE in that a three-dimensional problem is reduced
to a two-dimensional one.

The whole formulation, implementation, and evaluation
of the extracted DGFs through the finite-difference scheme
of mixed-potential equations are presented in Section II. In
Section III, two types of printed antennas are analyzed in the
time-domain with the discrete Green’s function method, and the
computer resources required for the analysis of these antennas
are discussed.

II. FORMULATION

A. Modeling of the Structure

First, a simple case of two dielectric half-spaces, as shown in
Fig. 1, is studied. The dielectric in regions 1 and 2 is assumed
to be isotropic and lossless with permittivity €; and ¢o, respec-
tively, and to be infinite in the transverse direction. A y-directed
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Fig. 1. Geometry of the two dielectric half-spaces with a horizontal current
source on the interface.
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Fig. 2. Scalar and vector potential distribution in the discrete model.

delta current source is located on the dielectric interface. The an-
alytical dyadic spectral domain Green’s function can be derived
from the solution of the mixed-potential equations. Since we are
seeking a discrete time and space solution for the Green’s func-
tion, the medium is meshed, as shown in Fig. 2. It is modeled
as a uniform rectangular lattice, with space increments Az, Ay,
and Az in the x-, y-, and z-coordinate directions, respectively.
The discrete representation of the magnetic vector potential fol-
lows the same scheme as the electric field in the Yee’s algorithm
of the FDTD method, and the intersections of the grid represent
the scalar potential. It is important to note that, due to the fi-
nite numerical precision, all three components of the magnetic
vector potential have nonzero values although the analytical so-
lution shows zero value for A4,.

To establish the discrete Green’s functions, the current source
at the location (i, js, k) is considered as the following Kro-
necker delta function:

Y gk = O gk, (1)

According to the continuity condition of the electric current,
the electric charge can be computed as

p:—/Vde )

:7277/1,‘]]? ]/LJ 1kAt (3)

n=0

n+1/2
0,3k
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Fig. 3. Current and charges at the interface, g = —(At/Ay)U™.
Substituting (1) into (3) results in
7l+1/2 — At U'n, 4
1s,Js+1:ks Ay )
ntlj2 At
s dssks T A_yU (5)

where U™ is the unit step discrete function having the value of 1
when n > 0. Since the electric charge is obtained in the form of
the step function, the scalar potential determines the steady-state
values of the DGFs. Fig. 3 shows the current and the related
charges at the interface.

B. Scalar Potential

In this section, we determine the expressions of the scalar po-
tential nodes. The scalar homogeneous wave equation is satis-
fied for the nodes within each dielectric medium, and its corre-
sponding second-order finite-difference representation is of the
following form:

n+1/2 1/2
2 21— s — agrs — an2) 0l
n—1/2 n—1/2
+ a2 (907'-}—1 ; PR § k)
n—1/2 n—1/2
+ ay1 2 (% JHLE T P, k)
1/92 n-1/2 n—-3/2
+ azl,Q (gpz 7, l.{i-l + @7 g,k / ) - w’]vk/ (6)

where aa1» = ((At/As)(1//me12))?; s = 2,9, 2, and sub-
scripts 1 and 2 refer to media 1 (k > k) and 2 (k < k),
respectively. Equation (6) should be modified for the nodes on
the interface (k = k). The electric field expression in terms of
the potentials is given in (7). By multiplying (7) by € and taking
its divergence, we obtain (8)

E=-—" -V (7)

0A

By applying the Lorentz gauge in the nonhomogeneous
media as

V.(eE) = — V.(eVp). (8)

Oy

1
pegr = —EV.(EA) 9)
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S1 C. Magnetic Vector Potential

. * |
X
‘y To establish finite-difference equations for the magnetic
4 o / MTHI vector potential, its spatial components are divided into two
Lk v categories: the components that exist on the boundary (4, and
. / . A,) and the component that does not exist on the boundary
(A,).
>z For the first category, similarly to (6), the scalar homogeneous
Fig. 4. Integration cube of (11). wave equation is satisfied for the nodes that are inside each di-
electric medium, as shown in (15)
n+1
we obtain AJLll:l;rk =2(1 = w12 —ay12 — O‘zlﬂ)Aw,y?,j,k
+ Q2 (Aw7y?'+1,,7_k + Aw,’,t/;ll,j,k)
282@ , + o A n + A n
V.(eE) = e 2 VAeV). (10) yl2 \ Aeys jr1e T Aoy g1k
. o voro (Ap " A, 0 )_Aw,nfl
Integrating over a cube with side lengths of Az, Ay, and T ( Wi g ka1 T Axyi ko Vi, gk
Az around a node on the interface and applying the divergence (15)
theorem yield the following result: Modification is required for the interface grid points. The gen-
. . 52 . eral form of the wave equation for the magnetic potential is ex-
/ qdv= / ,u&z(—(pdv - /(€V<p).rls. (11) pressed as
o v o s 9%A, P
g = — J€ang o — (V X V x A), 16
H€aug atQ Nngataw ( ) ( )

S is the entire enclosed surface of the cube. The expression of
V¢ on each side of the cube can be evaluated from the adjacent
nodes. As an example, Vi is calculated for the S; of Fig. 4 as

2 2

A, ®
/Le,,.“g# =pnd, — uem,,gM —(VxVxA), (17

n—1/2 n-1/2 The finite-difference form of the nonhomogeneous Lorentz
. Pigktl ~ Pigk auge in (9) is, on the bounda
(eVp).ds =€ AzAy.  (12) 83ug ’ undary,
S, AZ ' A .
8 n+1/2 n-1/2 n AT
ik~ Pijk wigk — wicljk
o . ~Heag ~ = o
The effective dielectric constant assigned to the cells on the A v An
interface is the average value of dielectric constants, €., = 4 Huik g1k
(e1 4 €2)/2. Equation (11) can thus be written as Ay ’
n adafin — A
n—1/2 -
q’ivj,k/ A.LAyAZ EangZ
nt+1/2 n—1/2 n—3/2 18
N T NN RV NN . o ) (1%
= HEayg A2 TAYA[ZzZ By taking the derivative of (18) with respect to = (and %) and
n—1/2 n—1/2 n—1/2 n—1/2 substituting its value into (16) (and (17)), we obtain
_ Pightr — Pijk _ Pijk  — Pijk 1L\ oA,
Az 2 Az ey A»LGj_,lt =2(1 = 03 — vy3 — @23) Al g
n—1/2 n—1/2 n—1/2 n—1/2 + s AT? o+ Am:?; .
L Vi e Pk~ Pigtk{ A s ( AR - 1ik)
e Ay Ay +oys (Aeljrrp + Aefjo1s)

€ )
+ V33 ( — - 1) (A in — Azl

Cavg

(pnfl/Z (pn71/2 (pn71/2 @n71/2
i+15k Pijk ik Yok
—&wg{ L. 2 — b s }AJ}A Z.

Az Ax €
(13) + V303 <6 - 1) (AzZFLj_’kfl_Aszykfl)
avyg
. . — A0 19
Rearranging (13), we obtain A2 B3k (19)
i ,
nt1/2 Ayf”j'; = —Jyiix T 2(1 = auy — oy — css) Ayl
Pi ks T Cawg )
2 2 (A7, A )
n—1/2 At n—1/2 + 043%3( Yi+1,5,k Yi—1,5.k
=q . + 2(1 — ap3 — vy3 — Qz3 [
0,0k ) (wa ( y ) 1,5,k + 3 (Aij+1,k + A‘y;l,j—l,k)
n—1/2 n—1/2 n—1/2 n—1/2
+ O3 (‘Pi+1,j,k + %71,1',1«) +auy3 (‘Pi,j+1,k-, + ‘pi.jfl,k) + \/Oy30a3 (:1 - 1) (AZZHL,C - A,f,k)
avg
€1 n—1/2 €2 n—1/2 n—3/2
+ *z3 ( DL ik ‘I'—(P Fke— ) — ¥k (14) €2 ) n
Eai,'g 2,7, k+1 E(M)g 1,5,k—1 1,3,k —|— A /()[yg()[zg c — 1 (Azi,jJrl,k’*l _Azi,j,k’fl)
avg

where a3 = ((At/AS)(1/\/li€avg))?; 8 = 2,4, 2. - Aqf;,} (20)
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For the second category, since A, does not have any nodes
on the interface, the finite-difference scalar homogeneous wave
equation is satisfied for all nodes. However, it always gives a
zero answer. Therefore, we have to apply the general form of
the wave equation for the nodes adjacent to the interface, given
as
O%A, 9%
e A .

arr 2510,
with the following finite-difference representation:

n+1
AZL j—k = 2(1 — Qx1,2

HEL 2 — (V X V X A)z (21)

n n
- ayl,?)/lzi,j’k + Mp1,2 (Azi+13j7k-
T (2] n
FA ) oy (Al + A1)

At i1z n-1/2 nt1/2 n—1/2
T AL (‘Pi:;j,k+1 — Pk~ Pijk TPk )
— artamz (Ak e = Adlorper = Adl
+ ALl 1 k)
T/ Qy1,20021.2 (Ayff‘,,. k+1*Au?,‘—1 k+1 Ay?,j,k
FAY ) — AL (22)

where subscripts 1 and 2 refer to the nodes inside media 1 (k =
ks)and 2 (k = ks — 1), respectively. For the rest of the nodes,
we use the following finite-difference scalar homogeneous wave
equation:

n+l __ "
Azq gk = —'(1 — Q12 — azl,Q)AziTj,k

T
+ Q12 (AzHl,j,k + AZz‘.fl,j,k)
T T
+oayio (A e A1)
+azig (Al o + AT 0 1) —

dy12 —

Anl

Zi,9.k"

(23)

The finite-difference form of the electric fields can be ex-
pressed in terms of the potentials as

n+1/2 nd1 n+1/2 n+1 2
Bt :<Awiik_ ruk) At ( i Pk /)/AT
(24)
n+1/2 7 n+1/2 n+1/2
E:Uzi,j.k/ :(Ayi,ﬁ;_ y” k) /At~ (%H{ kP44, k/ ) /Ay
(25)
nt+1/2 _ n+1 n n4+1/2 n+1/2
Ezijn _<Azij,k_ Zi.j,k:) /At_<§0i,j,k+1 Pi gk ) /Az.
(26)

D. Implementation for Multilayered Media

The previous formulation can be extended to multilayered
structures. Fig. 5(a) shows a multilayered medium with n + 1
dielectric layers and n interfaces located at k;, ¢ = 1,...,n.
The medium is assumed to be infinite in the transverse direction.
A y-directed delta current source is located at (is, js, ks) on
the k,-th interface. The Az increment is selected such that the
Az, Ay, and ¢ nodes are located on the interfaces, as in the
Y-X plane in Fig. 2. In this manner, the update equations for the
scalar and vector potentials inside each layer are given by

n+1/2 n—1/2
.9, k/ = 2(1 — Wpm — Oéym Ov’:'m)(pZ 7, k/
n-1/2 n— 1/2
+ Qum (wﬂrl 1.k + Pi1 s k)
n—1/2 n—1/2
+ Cym (‘pz i+1.k + L2 jfl,k)

n-1/2 n—1/2 n—3/2

+ Gz (QO, Jk+1 + Qarj,,j’kfl) - ¥ ik (27)
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n+1
A*L] k

=2(1 — Qem — Qym — Czm)As] &
+ O (Asty1n + Asi 1 1)
+ aym (As,j7j+1$k =+ ASi,jfl,k)
+ tom (Ag?,j’k_ﬂ + Am,yﬁj7k71)

— A

Sq,9.k

where agm = ((At/As)(1/\/ti6m))%; s = x,vy, z. The update
equations for ¢, A,, and A,, on the m-th interface are given by

8=1@,Y,% (28)

nt+1/2 n—1/2
[N 2(1 — Xpma — Oé;/ma - aznm)(PL ik
n—1/2 n-1/2
+ Yy (§07+1Jk 171]1\)
1— 1/2 n 1/2
+ Xyma (@1 41, k P d—1, k)
€m+1l  n-1/2 €m n—1/2
+®zma < @i,j,k--‘,—l—’— Lpiaj-,k'*l
€m_avg €m_avg
n—3/2
~ Pk (29)
n+1 _ n
Ami.j,km - 2(1 — Xpma — Oé;/ma - aznm,) x4,k
+ Qema (A.LLJ,»]_ ik + AJM 1,7, k)
3
+ Fyma (A’I‘fL J+1.E + ATL_] 1 k)
€m—+1
‘I’\/ Xpma®zma (( >(4“7+13k A”ijl-)
ma'ug
€ n n—1
+<— )(A~,+1 Gk—1 Az.;,%j,/f,1)) —Az] ik
EMgag
(30)
n+1 _ n
Ai‘/'i.j,k‘,m — 2(1 — Qgma — (Xyrnu - az‘rna)A'y.j,’j?k

n n

+ ama (Ayierju + Ayiir )
n n

+ yma (A7 16 + Ayl 1n)

Em+1
+\/ ayrnua;’rna (( _]~>(A szJ,.l kT An Ik )

Crmgng

€7TL (£
+<F )(A’LJ—',-Ik 1 ‘4* t,7,k— l)) A‘h]l}'
(31
where gme = ((At/As)(1/\//1,em_a,ug))2; s = z,y,2z and

€m_avg = (€m + €ms1)/2. For the k,-th interface at the loca-
tion of the source, the term ¢ . i PAR e, , related to the
charges and the term Jj . A2 /€m _awg Telated to the current
source are added to (29) and (31), respectively. As previously
mentioned, for the nodes adjacent to the interface, the update
equation of (28) for the A, component is replaced with (32) and
(33) as follows:

AT =21 - — aym-1)A:7 1
+ Qam—1 (A1 jn + A2l 1 k)
+aymot (Al s + A 1)
At -
(e el
=V am 10m 1 (Aw;‘j k1 i1 k41
wr Gk + A 1,4, k)

— VOym-10zm—1 (Ayi,j,k-«-l - Ayi,j—l,k-{-l
n n
Ayl AT )

Qg —1

n+1/2
44, k+1

n—1/2
TPkt

(32)
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€n+1

| Set the delta current at the excitation node (i, js, &) |
v
’ Set the step charges at both ends of the current node from (4) and (5). }q—

12

‘bl Update scalar potential (<p;';kl/ 2) for node (i, j, k) |
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Use (29)
A n+1

Update vector potential ( xi), k)
and (Ay:’;';) for node (i, j, k)

Use (27)

A

Update vector potential
(A,;‘;,:) for node (i, j, k)

Use (28)

Use (30)
and (31)

All nodes
done?

Time stepping No

finished?

| Compute Electric fields from (24) to (26).

(b)

Fig. 5. (a) Geometry of a multilayered medium with a delta current source
located at the k.-th interface, (b) Implementation flowchart of the proposed
method for extracting multilayered DGFs.

n+1 _ n
AT, =201 — aam — aym) Az,
A i n
+ o Az A1)
kA n
+oym (Al e + AT k)

At n+1/2 n—-1/2
T An \Pigktl T Pijkt1 T

T T
— VUem Oz, (Aafi,jvlﬂ»l - Awifl.j,lanl
n n
— Atk + Al 1 k)
n n
— V/ OymQzm (‘4yi,j,k+1 - AU”U]'*L}-“"'FI

" A n
_A'y'i,,j,k + Ayi,jfl,k)

n+1/2 L n=1/2
gk T Pijik )

— A n—1

SV

(33)
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TABLE I
COMPARISON OF THE FDTD METHOD AND THE PROPOSED METHOD FOR
Gy CALCULATION

Time Step (n) FDTD Method Proposed Method
1 -0.058904862254809 -0.058904862254809
5 -0.016032769375664 -0.016032769375664
10 -0.015992343627958 -0.015992343627958
15 -0.020421507849039 -0.020421507849039
20 -0.021472703294321 -0.021472703294321
30 -0.020483115704992 -0.020483115704988
TABLE II

COMPARISON OF THE FDTD METHOD AND THE PROPOSED METHOD FOR

G . CALCULATION

Time Step (n) FDTD Method Proposed Method
1 0 0
5 -0.004367914441089 -0.004367914441089
10 -0.006382794194993 -0.006382794194993
15 -0.006671162847542 -0.006671162847542
20 -0.006621264701012 -0.006621264701012
30 -0.007033465601519 -0.007033465601519

The flowchart in Fig. 5(b) depicts the implementation steps
for extracting multilayered DGFs from the finite-difference
formulation of mixed-potential equations. Absorbing boundary
conditions are not considered here due, on one hand, to the
deficiency of the perfectly matched layer (PML) in the proper
absorption of the wave that is generated by the delta source
with infinite frequency bandwidth and, on the other hand, to
the limited number of iterations often required for calculations.

E. Evaluation of the Extracted Multilayered DGF's

The previously obtained discrete Green’s functions for the
half-space problem are compared with the direct implementa-
tion of the Yee’s FDTD algorithm. The Az, Ay, and Az in the
computational domain are taken as 0.5 mm, and the dielectric
constants of media 1 and 2 are selected as 1 and 2.2, respec-
tively. The time increment At is determined according to the
Courant stability condition as Az = 0.5 Ax/c, where ¢ is the
speed of light. A large spatial grid of 400 x 400 x 400 cells is
considered such that the reflected waves from the PML do not
reach the observation point in the FDTD simulation. The same
spatial grid is also assumed for the computational domain of
the mixed-potential method. The y-directed delta current is lo-
cated on the interface at the center of the grid (in cell position
(is, Js» ks) = (200, 200, 200)). The y and = components of the
electric field (G, and G, respectively) at the excitation point
are listed in Tables I and II. For GG, the difference lies in the
fourteenth decimal place, whereas for (5, the results are iden-
tical to fifteen decimal places. Furthermore, a y-directed point
current source with a differentiated Gaussian waveform on the
interface of the dielectric is considered, and the electric fields in
the = and y directions are obtained by using the convolution of
the source (J, ) with G, and G, respectively. The results are
compared with those of the FDTD method. The relative error
between the results of the FDTD method (X7 ;) and those of

ref
the proposed method (X™) is defined as
‘Xn _ Xrncf
Error = 20log,y | ——— (dB)  (34)
X,
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Fig. 6. Relative error between the E, and E, waveforms computed using the
convolution of the current source with the DGFs and the FDTD method for the
cell positions (a) (75, 55 ks ), (b) (25, 55 +50. k), and () (45 +50, 75 +50, ks).

which is shown in Fig. 6 for the cell positions (i, s, ks),
(is;js + 50, k), and (¢, + 50,7, + 50,ks). An error
below —250 dB is obtained for the computation in double
floating-point precision.

The accuracy of the extracted DGFs for multilayered struc-
tures is evaluated by using a sample five-layered medium, as
shown in Fig. 7(a). The Az, Ay, and Az are selected as 0.4
mm, and the y-directed delta current source is located on the
interface of media 2 and 3. Fig. 7 shows the relative error be-
tween the DGFs computed through the FDTD method and those
obtained with the proposed method at three different observa-
tion points. As shown in the figure, the accuracy obtained is be-
tween — 100 dB to —300 dB, which is almost the same as in the
half-space problem.

III. APPLICATION OF MULTILAYERED DGFS IN PRINTED
ANTENNAS MODELING

As a practical application of multilayered DGFs, two printed
antennas on a dielectric substrate are studied in this section.
First, the DGFs of the dielectric substrate are computed by using
the flowchart in Fig. 5(b), and those that are on the surface of the
antenna are saved. This process is run only once for the given
values of the Courant numbers. A nonuniform mesh grid can
also be used to model a thin substrate as accurately as the FDTD
method. The march-on-in-time scheme of the update equation
of the current on the antenna, extracted in [2], [3], is then ap-
plied as

= € _,
1250 = S B2
-1
6(1,1)g . a Tl,f’n,l ]—»n/
+ At Z Z[ ]ifi’,jfj’,k—k-’[' ]i’,j’:k’
n' =01’ j’,k:/

i,j, k4,3, k" on the antenna. (3%)

This step can be done for different antenna sizes by using the
stored DGFs. Furthermore, this calculation is performed only on
the surface of the antenna, regardless of the white space around
it.
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Fig. 7. (a) Geometry of a five-layered medium with a y-directed delta current
source on the interface of the media 2 and 3 located at (i, j., k2). Relative
error between the results of the FDTD method and the proposed method (b)
for the P1 point located at (i,,7, — 10, k1), (c) for the P2 point located at
(45,75 + 10, k3 4+ 1), and (d) for the P3 point located at (¢, j. — 10, k4).

A. Modeling of a Printed Dipole

A simple dipole antenna, printed on a dielectric substrate with
the dielectric constant €; = 2.2 and thickness h = 2 mm, is
shown in Fig. 8. The spatial and time increments are considered
as Az = Ay = Az = 0.25 mm and cA? = 0.5Ax, respec-
tively. The size of the antenna is selected as w = 3 mm and
L = 14.5 mm, with a gap of 0.5 mm between the two arms.
First, the DGFs for the infinite substrate are extracted according
to the proposed approach, and those that are on the interface of
the dielectric are saved. Then, the antenna is excited with the
first-order derivative of the Gaussian pulse in the x direction,
and the time-domain current is calculated based on (35). The
spatial fast Fourier transform is also used to accelerate the cal-
culation of multidimensional convolutions of (35) [22]. As the
time step increases, DGFs tend toward nonzero constant values;
therefore, by performing appropriate time windowing, the time
convolution of the current can be calculated only for IV, time
steps instead of for all previous time steps. More accurate re-
sults can be obtained by using a Hann window [17]; however,
in this case a simple rectangular window function is selected, as
follows:

n < n;
n; <n < ng
n > Ny

0
w" = { 1 (36)
constant
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Fig. 9. Simulated return loss of the printed dipole.

where n; is the time step at which the excitation arrives at the
calculation point. The window size is N, = n; — n;. The con-
stant values outside the window, which play an important role
in the stability of the solution, are the steady-state values of the
DGFs. As previously mentioned, these are dependent on the
scalar potential response, which is not separable in the direct
FDTD solution.

In Fig. 9 the frequency response of the printed dipole antenna
is shown in comparison with the FDTD method. The window
size is selected as N, = 400 and 500. As shown in Fig. 9, a
further increase in the window size does not change the simula-
tion results significantly. In addition, the results of the DGF and
direct FDTD methods overlap well.

One approach to extracting DGFs is the use of the conven-
tional FDTD method. For this purpose, the electric current
source is considered as the Kronecker delta function, and the
fields are computed through the update equations of the Yee’s
algorithm. The required fields are saved as DGFs and applied
within (35). However, for ease in the convolution calculations
of (35), we have to use windowing, and we need the steady-state
values of the DGFs. We cannot consider the DGFs outside the
window as zero values because of the existence of the step
charges. In the FDTD implementation, the field responses to
the charges and the current are not separable. Therefore, the
conventional FDTD method for extraction of DGFs cannot
estimate the steady-state values of DGFs correctly.

Fig. 10(a) shows the current at the feed location using the
direct FDTD method, the implementation of (35) in which
DGFs are calculated through the proposed finite-difference
solution of the mixed-potential equations (DGF method), and
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Fig. 10. (a) Comparison of current at the feed location of the printed dipole an-
tenna using the direct FDTD method (black solid line), implementation of (35)
when the DGFs are calculated through the proposed mixed-potential method
referred to as the DGF method (green dashed line), and implementation of (35)
when the DGFs are calculated through the FDTD method with &g = 400 (red
line with round marker) and Ng = 300 (blue dotted line). (b) Relative error
between the current calculated using the direct FDTD method and that obtained
with the DGF method.

the implementation of (35) in which DGFs are calculated
through the FDTD method with N, = 400 and 500. As shown
in the figure, the instability of the current out of the window
is clear when DGFs are calculated by using the conventional
FDTD method. The error between the feed current from the
direct FDTD method and that from the DGF method is shown
in Fig. 10(b). In the FDTD method, the current of the antenna
is obtained by applying Ampere’s law. In this way, the current
at a certain time instant is dependent on the magnetic field
at the same time instant, which in turn is dependent on the
electric field at the previous time instant. In contrast, in the
DGF method, the current is dependent on the electric field in
the future (£7/2 in (35)). In fact, the current calculation in
the FDTD method is a forward solution, whereas the current
calculation in the DGF method is an inverse solution. There-
fore, a few time steps are needed to adapt the solutions in the
initial time steps, and the error never goes below —200 dB
in the whole interval. Furthermore, the windowing in DGF
simulation and the reflections from the absorbing boundary
conditions in FDTD simulation lead to an error below —50 dB
at the end of the interval, at which the values of the current are
smaller and more sensitive to numerical computations.

B. Modeling of a CPW-Fed Monopole Antenna

As another example, a rectangular monopole antenna with a
coplanar waveguide (CPW) feed is studied. The antenna, shown
in Fig. 11, is printed on an FR4 substrate with thickness of 1.6
mm, relative permittivity of 4.4, and loss tangent of 0.02. The
spatial and time increments are set to Az = Ay = Az =
0.2 mm and cAt = 0.5Az, respectively. The total number of
cells is 100 x 83, corresponding to the = and y directions. As
depicted in Fig. 12, the x-directed incident electric fields are be-
tween the central strip and the ground planes and are 180° out of
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Fig. 11. Geometry of a CPW-fed rectangular monopole antenna with La =
10 mm, Wa = 10.4 mm, Lg = 4.8 mm, Wg = 8§ mm, w = 3.2 mum,
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Fig. 12. A portion of the mesh grid showing the excitation and current distribu-
tion. The relative positions of the electric currents follow the same distributions
as the electric fields in the Yee’s grid.

phase in the two slots from which the CPW is excited in the even
mode. After launching the first derivative Gaussian pulse exci-
tation, the transient currents are computed at successive time
steps by using (35). Then, the input impedance of the antenna
can be determined by using the voltage and the current, which
are defined as follows:

n+1/2 + Enfl/Q

Tinc zine

;1 0n the center conductor

Vn =Az Toxslot (37)

I"=AzAzy Ty (38)

=1
where n,,: 1S the number of nodes in the slot (in this case, 2).
Fig. 13 shows the reflection coefficient measurement and simu-
lation results, which are in reasonable agreement. The omission
of the dielectric losses and antenna thickness in the simulations
may account for the difference between the simulated and mea-
sured results.

C. Computer Resources

In this section, we present some information on computer re-
sources to facilitate further research on the proposed method.
All computations in this study were carried out on a 64-bit PC
with an 8-core 3.5 GHz CPU and 32 GB RAM. The codes were
written in FORTRAN, in which the numbers were represented
by double floating-point precision. The written codes were com-
piled on a single CPU core without any optimization, and FFT
functions provided by the AMD Core Math Library (ACML)
module were used [23]. The ACML has both single-processor
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Fig. 13. Simulated and measured return loss of the antenna.

and multiprocessor versions. The single-processor version of
the ACML can be run on a multiprocessor machine. In our se-
rial codes, we used the single-processor version of the ACML.
Therefore, our code execution was completely serial.

The memory usage for DGF calculation through the flowchart
in Fig. 5(b) and through the FDTD method is dependent on the
number of cells, which in turn is dependent on the window size.
In both methods, the values associated with each cell are real
numbers in double precision (8 bytes). In the proposed method,
each cell has three values of magnetic vector potential and one
value of scalar potential, which are related to their values at two
previous time steps. This gives a memory usage of 2x 4 X 8 bytes
per cell. However, each FDTD cell has six field values, which
are related to their values at only one previous time step. This
gives a memory usage of 6 x 8 bytes per FDTD cell. Therefore,
the memory allocation in the proposed method is approximately
30 percent more than that in the FDTD method. However, as
previously mentioned, the FDTD method for DGF extraction
cannot estimate the steady-state values of DGFs correctly.

Since, for the given values of the Courant numbers, the DGFs
are computed and stored once, and the current of different an-
tennas can be computed through (35) using the stored DGFs,
the computational runtime is separated into two parts: a time
for generating DGFs and a time for computing the current from
(35).

The time for generating the discrete dyadic Green’s function
is constant for various antenna sizes but is highly dependent on
the window size. The larger the window size is, the bigger the
number of cells will be, and the longer the computations will
take. However, we have found by trial and error that the proper
window size for this type of antenna is about 500 to 600. Fig. 14
shows the log-log diagram of the CPU time for generation of
the required DGFs versus the window size. This time is dra-
matically reduced compared with the generation time for the
closed-form-DGFs derived in [5].

The time for computing the current from (35) is strongly de-
pendent on the size of the antenna, and most of this time is spent
on calculating the time convolution of (35). As the electrical di-
mension of the antenna increases, the proposed method becomes
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TABLE III
COMPARISON OF THE TOTAL CPU TIME AND MEMORY REQUIRED FOR THE
ANALYSIS OF THE ANTENNAS

Ant CPU Time (sec) Memory (Mb)
nienna DGF FDTD DGF FDTD
Printed dipole 92 195 480 110
CPW-fed 1080 740 4300 350
Monopole

inefficient. The calculations of the spatial convolutions of (35)
are accelerated by using the FFT algorithm [22]. However, fur-
ther investigations can be done on the use of other fast convolu-
tion algorithms in the time convolution calculation of (35). Be-
cause the window length of the time convolution of (35) is long
(about 500 to 600 terms depending on the window size), an iter-
ated convolution algorithm that decomposes a long convolution
into several levels of short convolutions can be used. Table III
presents a comparison of the CPU time and memory required for
the calculation of update equations between the FDTD and the
DGF method for a total of 3000 time steps. Note that Table III
lists only the time needed for computing the current from (35) in
DGF simulation since, for the analysis of each antenna, we can
use stored DGFs, and it is not necessary to repeat the computa-
tion of the DGFs unless the Courant numbers change. As shown
in the table, the update equation of the current in (35) for the
DGF method in conjunction with the spatial FFT algorithm re-
quires more memory because of the complex numbers involved
in the calculations. A real-valued fast Fourier transform can al-
leviate this challenge. In addition, the savings in computational
runtime that is offered by the DGF method depends on the size
of the antenna.

IV. CONCLUSION

A new numerical technique for extraction of discrete Green’s
functions in multilayered media has been proposed. This
method does not suffer from the implementation challenges of
analytical closed-form-DGFs in free space. The steady-state of
the DGFs is also predicted correctly, facilitating the use of the
truncation window. Furthermore, the application of the method
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has been demonstrated by the analysis of two simple antennas.
Despite the fact that the computations are done only on the
antenna and absorbing boundary conditions are not used, this
method has some limitations in the memory allocation and time
convolution calculation for large antennas.
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